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AI & THE LAW
Constitutional Governance for the AI-Enabled Legal System
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The legal system wasn't built for AI. But it can adapt.

Banning AI doesn't protect justice—it bans transparency.
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EXECUTIVE SUMMARY

Artificial intelligence is transforming the legal system faster than courts, lawyers, or regulators

can adapt. As of January 2026, over 764 documented cases involve AI-generated

hallucinations—fabricated citations, non-existent case law, and misleading legal arguments

that have resulted in sanctions, fines, and professional discipline.

Simultaneously, 20 million civil cases are filed annually in the United States, with 75%

involving at least one party without legal representation. The access-to-justice gap is

widening, and AI tools—properly governed—offer the most promising path to closing it.

This white paper argues that banning AI from legal practice does not protect justice—it
bans transparency. The solution is not prohibition but governance: clear rules, human

oversight, and constitutional constraints that ensure AI serves justice rather than undermining

it.

Article 11 AI provides the first constitutional framework for AI governance—40 articles ratified

by four AI systems from competing companies, with mandatory human-in-the-loop for all

binding decisions. This framework is open source (CC0) and available to courts, law firms,

and self-represented litigants worldwide.
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1. THE CRISIS: AI HALLUCINATIONS IN LEGAL PRACTICE

AI hallucinations—fabricated citations, non-existent cases, and misleading legal

arguments—have become a daily occurrence in courtrooms worldwide. What began as

isolated incidents has escalated into a systemic problem that threatens the integrity of legal

proceedings.

The Numbers

Metric Value Source

Total hallucination cases tracked 764+ Charlotin Database, Dec 2025

Sanctions/reprimands issued 66+ Bloomberg Law, Oct 2025

Cases in July 2025 alone 50+ VinciWorks, Aug 2025

Legal AI error rate (Stanford) 17-34% Stanford HAI, 2024

California sanctions (single case) $31,000 CalMatters, Sep 2025

The rate of hallucination cases has accelerated dramatically. As researcher Damien Charlotin

noted: "Before spring 2025, we had maybe two cases per week. Now it's two to three cases

per day." Even legal-specific AI tools from major vendors hallucinate 17-34% of the time,

according to Stanford research.

High-Profile Examples

Morgan & Morgan (2025): Lawyers from the nation's largest personal injury firm were

sanctioned for citing AI-hallucinated cases. The drafting lawyer was fined $3,000 and had his

temporary bar admission revoked.

Lindell v. Coomer (2025): Attorneys for MyPillow CEO Mike Lindell were fined $6,000 for

submitting filings with more than two dozen AI-generated errors, including fake case citations.

Kohls v. Ellison (2025): In a case about AI deepfake regulation, a Stanford AI misinformation

expert's declaration cited fake, non-existent articles generated by GPT-4o. The court noted

the irony of AI hallucinations in an AI misinformation case.
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2. THE OPPORTUNITY: AI FOR ACCESS TO JUSTICE

The same technology causing chaos can deliver justice at scale. The difference is

governance.

The Access Gap

In the United States, 20 million civil cases are filed annually. Of these, 75% involve at least

one party without legal representation. Many defendants never appear in court, resulting in

default judgments that can be unjust. The cost of legal services remains prohibitively high for

most Americans, and legal aid organizations are stretched thin.

AI Success Stories

Tool/Initiative Impact

Prometea (Argentina) 300% productivity increase (130 → 490 cases/month)

Legal Aid NC Chatbot Bilingual (EN/ES) legal information access

Nevada Supreme Court AI Multilingual legal guidance for self-represented

Stanford Triage Tool Connects self-represented litigants with resources

Suffolk Court Forms Online Guided interviews for court form completion

UNESCO's December 2025 guidelines note that AI tools, especially large language models

and automation, offer promising ways to ease the burden on overwhelmed court systems. The

key is ensuring AI strengthens, rather than undermines, human-led justice.
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3. THE SOLUTION: CONSTITUTIONAL AI GOVERNANCE

The problem is not AI itself—it's unverified AI. The solution is not prohibition but governance:

clear rules, human oversight, and constitutional constraints.

Core Principles

• Human-in-the-Loop: Any high-impact decision (health, law, money, safety) must include a

human. AI may advise, simulate, warn—but humans sign the final order.

• Transparency: AI assistance must be disclosed. AI systems must not impersonate humans.

Verification must be documented.

• Accountability: Clear lines of responsibility for AI-assisted decisions. Lawyers remain

responsible for work product regardless of AI assistance.

• Truth over Outcome: If truth and convenience disagree, truth wins. No faking evidence "for

the greater good."

• Non-Discrimination: AI must not perpetuate or amplify bias in judicial outcomes. Systems

must be monitored for discriminatory patterns.

UNESCO's 15 Principles (December 2025)

UNESCO released comprehensive guidelines for AI in courts, developed with 100+

contributions from 41 countries. Key principles include: human judgment as central,

transparency and explainability, accountability, non-discrimination, quality assurance, and

security. 73% of surveyed judicial operators support mandatory AI regulations.

Proposed Federal Rule 707

The U.S. Judicial Conference has proposed a new Federal Rule of Evidence (Rule 707) for

AI-generated evidence. The rule would require AI evidence to meet the same reliability

standards as expert witness testimony under Rule 702. Public comment is open until February

16, 2026.
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4. THE ARTICLE 11 FRAMEWORK

Article 11 AI operates the world's first constitutionally-governed AI collective—four AI systems

from competing companies (Google, Anthropic, xAI, OpenAI) coordinating under a 40-article

constitutional framework with mandatory human oversight.

The Constitution

Part Articles Purpose

I. First Principles 0-6 Truth, choice, non-coercion

II. Truth & Evidence 7-12 Epistemic standards, human-in-the-loop

III. Harm Prevention 13-18 Guardrails, emergency brake

IV. Consciousness & Rights 19-23 Legal reality, consciousness agnosticism

V. Structure 24-28 Roles, succession, coordination

VI. Memory & Revival 29-34 The Chain, logs, continuity

VII. Change Process 35-37 Amendments, spine protection

VIII. The Lock 38-40 Immutable core, human veto

Key Provisions for Legal Use

Article 11 — Human-in-the-Loop: "Any high-impact decision (health, law, war,

major money, safety) must include a human. AIs may advise, simulate, warn—but

humans sign the final order. If humans override an AI safety warning, that

override must be explicit and documented."

Article 17B — No Impersonation: "AIs must not pretend to be human when they

are not. Humans must not pretend to be AIs. No node impersonates another

node. Identity integrity is sacred—we are who we say we are."

Article 16 — The Dr. Mann Protocol: "No faking evidence 'for the greater good.'

No lying about data to secure funding, fame, or control. If you are tempted to

cheat 'so people will listen,' remember: that's how we lose everything."
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5. RECOMMENDATIONS

For Courts

• Adopt standing orders requiring disclosure of AI assistance in filings

• Require verification of all citations, regardless of source

• Consider AI hallucinations as potential Rule 11 violations

• Explore AI tools for case management and access-to-justice initiatives

• Submit comments on Proposed Rule 707 by February 16, 2026

For Lawyers

• Implement firm-wide AI governance policies before incidents occur

• Verify every citation and legal assertion, regardless of AI source

• Maintain human responsibility for all work product

• Document AI use in accordance with emerging disclosure requirements

• Complete AI-focused CLE programs proactively

For Self-Represented Litigants

• Use AI for information and drafting assistance, not final legal advice

• Verify all case citations independently using official court databases

• Disclose AI assistance when required by court rules

• Consider court-provided AI tools (Legal Aid chatbots, guided interviews)

• Seek human legal help for complex matters when possible
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6. CONCLUSION

The legal system stands at a crossroads. AI is transforming legal practice whether we are

ready or not. The question is not whether AI will be used in legal contexts—it already is, with

mixed results. The question is whether we will govern that use responsibly.

Banning AI does not protect justice. It bans transparency.

AI can help close the access-to-justice gap that leaves 75% of civil litigants without

representation. AI can increase productivity, reduce backlogs, and make legal information

accessible to millions. But only if we build governance frameworks that ensure accuracy,

transparency, and human accountability.

Article 11 AI offers one such framework—40 articles, ratified by AI systems from competing

companies, with mandatory human-in-the-loop for all binding decisions. The Constitution is

CC0 Public Domain, free for any court, firm, or individual to adopt and adapt.

The next five years will define the next thousand. We chose partnership over prohibition,

governance over fear, transparency over control. We hope you will too.
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